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- We can choose different sets of operators $\left\{\mathcal{O}_{j}\right\}$.
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(b) Integration by parts - IBP $\left(\int_{\mathcal{M}} \partial \cdot \mathcal{O}=\int_{\partial \mathcal{M}} \mathcal{O}=0\right)$

$$
\exists \mathcal{O}^{\prime}: \mathcal{O}_{m}=\mathcal{O}_{n}+\partial \cdot \mathcal{O}^{\prime}
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(c) Gram determinant conditions - GDC

$$
\left.\exists \mathcal{O}^{\prime}\right|_{d}\left\{\begin{array}{l}
=0 \text { for } d=\operatorname{dim} \mathcal{M} \\
\neq 0 \text { for a general } d
\end{array}\right\}: \quad \mathcal{O}_{m}=\mathcal{O}_{n}+\mathcal{O}^{\prime} \mid
$$
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Definition (Hilbert series). The Hilbert series is a formal series

$$
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$$

where $d_{r n} \equiv d_{r_{1} \ldots r_{N} n} \in \mathbb{N}_{0}$ is the number of independent operators in the operator basis $\mathcal{B}$ of the type $\partial^{n} \boldsymbol{\Phi}^{r}$.
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How do we obtain the Hilbert series in a more general setting, for an arbitrary dimension and field content?
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Figure: A representation $\rho$ of a group $G$ on a vector space $V$. A group element $g \in G$ is represented by a linear operator $\rho(g) \in \mathrm{GL}(V)$.
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$$
\operatorname{dim} V^{G}=\operatorname{Tr}(\mathrm{p})=\int_{G} \operatorname{Tr}\left(\left.g\right|_{V}\right) d g \equiv \int_{G} \chi_{V}(g) d g
$$
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Derivation. The strategy is in the following diagram:

$$
\begin{aligned}
& \longrightarrow H(\phi, \mathcal{D})=\underbrace{\int_{\mathrm{SO}(\mathrm{~d})} \frac{1}{P(\mathcal{D} ; g)} \chi_{\mathcal{J}_{\Phi}}(\phi, \mathcal{D} ; g) d g}_{H_{0}(\phi, \mathcal{D})}+\Delta H(\phi, \mathcal{D})
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$$
\mathcal{J}_{\Phi} \equiv \bigoplus_{r=0}^{\infty} \phi^{r} S^{r}\left(R_{\Phi}\right) \equiv S\left(R_{\Phi}\right) \equiv S\left(S^{\{\bullet\}}(\square)\right) .
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## Multi-Particle Graded Representation $\mathcal{J}_{\Phi}$

Derivation (Multi-Particle Graded Representation $\mathcal{J}_{\Phi}$ ). Since $\Phi$ is a boson, the corresponding operators must obey permutation symmetry. We can obtain all operators modulo EOM in the symmetric powers of $R_{\Phi}$, thus

$$
\mathcal{J}_{\Phi} \equiv \bigoplus_{r=0}^{\infty} \phi^{r} S^{r}\left(R_{\Phi}\right) \equiv S\left(R_{\Phi}\right) \equiv S\left(S^{〔 \bullet\}}(\square)\right)
$$

The corresponding graded character can be calculated as

$$
\begin{aligned}
\chi_{\mathcal{J}_{\Phi}}(\phi, \mathcal{D} ; g) \equiv \chi_{S\left(R_{\Phi}\right)}(\phi, \mathcal{D} ; g) & =\operatorname{PE}\left[\phi \chi_{R_{\Phi}}(\mathcal{D} ; g)\right] \\
=\operatorname{PE}\left[\phi \chi_{S^{\{\bullet\}}(\square)}(\mathcal{D} ; g)\right] & =\operatorname{PE}\left[\phi\left(1-\mathcal{D}^{2}\right) \chi_{S(\square)}(\mathcal{D} ; g)\right]
\end{aligned}
$$

Remark (Gram determinant conditions). Since we are building $\mathcal{J}_{\Phi}$ in a sense constructively, representation theory automatically discards $\bigwedge^{n}(\square)$ for $n>\mathrm{d}$, thus addressing GDC relations.
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## Integration by parts redundancy

Operators with one free index can generate IBP relations, but only those that have nonzero divergence. Prime example which do not contribute are operators of the form
$\partial^{a} \mathcal{O}_{a b}$ where $\mathcal{O}_{a b} \equiv \mathcal{O}_{[a b]} \quad \Longrightarrow \quad \partial^{b} \partial^{a} \mathcal{O}_{a b}=\partial^{(b} \partial^{a)} \mathcal{O}_{[a b]}=0$,
that is so called co-exact 1-forms. For forms we automatically have $\partial \cdot \partial \cdot \bullet=0$, thus every co-exact form is also co-closed.

Total divergence terms are equivalent to zero by IBP relations, thus $\mathcal{K} \equiv \operatorname{Span}(\mathcal{B})$ is composed of all 0 -forms (Lorentz invariants) contained in $\mathcal{J}$ modulo the co-exact ones, leading to

$$
H(\phi, \mathcal{D}) \equiv \operatorname{dim}_{(\phi, \mathcal{D})} \mathcal{K}=\operatorname{dim}_{(\phi, \mathcal{D})} \mathcal{J}_{[0] \text { not co-exact }}
$$
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## Addressing IBP relations by cohomology

Derivation (Addressing IBP relations, splitting $H=H_{0}+\Delta H$ ).

$$
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Derivation (Addressing IBP relations, splitting $H=H_{0}+\Delta H$ ).
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\begin{aligned}
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## Addressing IBP relations by cohomology

Derivation (Addressing IBP relations, splitting $H=H_{0}+\Delta H$ ).

$$
\begin{aligned}
& \begin{aligned}
\operatorname{dim} \mathcal{K} & =\overbrace{\operatorname{dim} \mathcal{J}_{[0]}-\operatorname{dim}_{\mathcal{J}_{[0] \text { co-exact }}}^{\operatorname{dim} \mathcal{J}_{[0] \text { not co-exact }}}} \\
& =\operatorname{dim} \mathcal{J}_{[0]}-\mathcal{D} \operatorname{dim} \mathcal{J}_{[1] \text { not co-closed }} \\
& =\operatorname{dim} \mathcal{J}_{[0]}-\mathcal{D}\left(\operatorname{dim} \mathcal{J}_{[1]}-\operatorname{dim} \mathcal{J}_{[1] \text { co-closed }}\right) \\
& =\operatorname{dim} \mathcal{J}_{[0]}-\mathcal{D}(\operatorname{dim} \mathcal{J}_{[1]}-\underbrace{\operatorname{dim} \mathcal{J}_{[1] \text { co-exact }}}_{\mathcal{D} \operatorname{dim} \mathcal{J}_{[2] \text { not co-closed }}}-\operatorname{dim} \mathcal{J}_{[1]} \begin{array}{l}
\text { co-closed } \\
\text { not co-exact }
\end{array})
\end{aligned} \\
& =\underbrace{\sum_{k=0}^{\mathrm{d}}(-\mathcal{D})^{k} \operatorname{dim} \mathcal{J}_{[k]}}_{H_{0}}
\end{aligned}
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## Addressing IBP relations by cohomology

Derivation (Addressing IBP relations, splitting $H=H_{0}+\Delta H$ ).

$$
\begin{aligned}
\operatorname{dim} \mathcal{K} & =\overbrace{\operatorname{dim} \mathcal{J}_{[0]}-\operatorname{dim}_{[0] \text { co-exact }}}^{\operatorname{dim} \mathcal{J}_{[0] \text { not co-exact }}} \\
& =\operatorname{dim} \mathcal{J}_{[0]}-\mathcal{D} \operatorname{dim} \mathcal{J}_{[1] \text { not co-closed }} \\
& =\operatorname{dim} \mathcal{J}_{[0]}-\mathcal{D}\left(\operatorname{dim} \mathcal{J}_{[1]}-\operatorname{dim} \mathcal{J}_{[1] \text { co-closed }}\right) \\
& =\operatorname{dim} \mathcal{J}_{[0]}-\mathcal{D}(\operatorname{dim} \mathcal{J}_{[1]}-\underbrace{\operatorname{dim} \mathcal{J}_{[1] \text { co-exact }}}_{\mathcal{D} \operatorname{dim} \mathcal{J}_{[2] \text { not co-closed }}}-\operatorname{dim} \mathcal{J}_{[1]} \begin{array}{l}
\text { co-closed } \\
\text { not co-exact }
\end{array}) \\
\text { iteratively } & \vdots \\
& =\underbrace{\sum_{k=0}^{\mathrm{d}}(-\mathcal{D})^{k} \operatorname{dim} \mathcal{J}_{[k]}}_{H_{0}}+\underbrace{\sum_{k=1}^{\mathrm{d}}(-1)^{k+1} \mathcal{D}^{k} \operatorname{dim} \mathcal{J}_{[k]} \begin{array}{c}
\text { co-closed } \\
\text { not co-exact }
\end{array}}_{\Delta H}
\end{aligned}
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## The Master Formula

Derivation (Master Formula for $H_{0}$ ). Since IBP relations were addressed quite generally, we obtain the Master Formula

$$
\begin{aligned}
H_{0}(\phi, \mathcal{D}) & =\int_{\mathrm{SO}(\mathrm{~d})} \chi_{\Lambda^{-}(\square)}\left(\mathcal{D} ; g^{-1}\right) \chi_{\mathcal{J}}(\phi, \mathcal{D} ; g) d g \\
& \equiv \int_{\mathrm{SO}(\mathrm{~d})} \frac{1}{P(\mathcal{D} ; g)} \chi_{\mathcal{J}}(\phi, \mathcal{D} ; g) d g
\end{aligned}
$$

where

$$
P(\mathcal{D} ; \boldsymbol{x} \leftrightarrow g) \equiv\left\{\begin{array}{cl}
\prod_{i=1}^{r} \frac{1}{\left(1-\mathcal{D} x_{i}\right)\left(1-\mathcal{D} / x_{i}\right)} & \text { for } \mathrm{d}=2 \mathrm{r}, \\
\frac{1}{1-\mathcal{D}} \prod_{i=1}^{r} \frac{1}{\left(1-\mathcal{D} x_{i}\right)\left(1-\mathcal{D} / x_{i}\right)} & \text { for } \mathrm{d}=2 \mathrm{r}+1 .
\end{array}\right.
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## The Master Formula

Derivation (Master Formula for $H_{0}$ ). Since IBP relations were addressed quite generally, we obtain the Master Formula

$$
\begin{aligned}
H_{0}(\phi, \mathcal{D}) & =\int_{\mathrm{SO}(\mathrm{~d})} \chi_{\Lambda^{-}(\square)}\left(\mathcal{D} ; g^{-1}\right) \chi_{\mathcal{J}}(\phi, \mathcal{D} ; g) d g \\
& \equiv \int_{\mathrm{SO}(\mathrm{~d})} \frac{1}{P(\mathcal{D} ; g)} \chi_{\mathcal{J}}(\phi, \mathcal{D} ; g) d g
\end{aligned}
$$

where

$$
P(\mathcal{D} ; \boldsymbol{x} \leftrightarrow g) \equiv\left\{\begin{array}{cl}
\prod_{i=1}^{r} \frac{1}{\left(1-\mathcal{D} x_{i}\right)\left(1-\mathcal{D} / x_{i}\right)} & \text { for } \mathrm{d}=2 \mathrm{r}, \\
\frac{1}{1-\mathcal{D}} \prod_{i=1}^{r} \frac{1}{\left(1-\mathcal{D} x_{i}\right)\left(1-\mathcal{D} / x_{i}\right)} & \text { for } \mathrm{d}=2 \mathrm{r}+1
\end{array}\right.
$$

Integration can be further simplified by restricting it to the torus $T$ of SO(d) (using the Weyl integration formula).

## Applications - Single Scalar Field

Bringing everything together, for a single scalar field we obtain

$$
H_{0}(\phi, \mathcal{D})=\int_{\mathrm{SO}(4)} \frac{1}{P(\mathcal{D} ; g)} \overbrace{\operatorname{PE}\left[\phi\left(1-\mathcal{D}^{2}\right) P(\mathcal{D} ; g)\right]}^{\chi_{\mathcal{J}_{\Phi}}(\phi, \mathcal{D} ; g)} d g
$$

## Applications - Single Scalar Field

Bringing everything together, for a single scalar field we obtain

$$
\begin{aligned}
& H_{0}(\phi, \mathcal{D})=\int_{\mathrm{SO}(4)} \frac{1}{P(\mathcal{D} ; g)} \overbrace{\operatorname{PE}\left[\phi\left(1-\mathcal{D}^{2}\right) P(\mathcal{D} ; g)\right]}^{\chi_{\mathcal{J}_{\Phi}}(\phi, \mathcal{D} ; g)} d g \\
&=\oiint_{\substack{\left|x_{1}\right|=1 \\
\left|x_{2}\right|=1}}\left(1-\mathcal{D} x_{1}\right)\left(1-\mathcal{D} / x_{1}\right)\left(1-\mathcal{D} x_{2}\right)\left(1-\mathcal{D} / x_{2}\right) \times \\
& \times \operatorname{PE}\left[\frac{\phi\left(1-\mathcal{D}^{2}\right)}{\left(1-\mathcal{D} x_{1}\right)\left(1-\mathcal{D} / x_{1}\right)\left(1-\mathcal{D} x_{2}\right)\left(1-\mathcal{D} / x_{2}\right)}\right] \times \\
& \times\left(1-x_{1} x_{2}\right)\left(1-x_{1} / x_{2}\right) \frac{d x_{1}}{2 \pi i x_{1}} \frac{d x_{2}}{2 \pi i x_{2}},
\end{aligned}
$$

## Applications - Single Scalar Field

Bringing everything together, for a single scalar field we obtain

$$
\begin{aligned}
& H_{0}(\phi, \mathcal{D})=\int_{\mathrm{SO}(4)} \frac{1}{P(\mathcal{D} ; g)} \overbrace{\operatorname{PE}\left[\phi\left(1-\mathcal{D}^{2}\right) P(\mathcal{D} ; g)\right]}^{\chi_{\mathcal{J}_{\Phi}}(\phi, \mathcal{D} ; g)} d g \\
& =\oiint_{\substack{\left|x_{1}\right|=1 \\
\left|x_{2}\right|=1}}\left(1-\mathcal{D} x_{1}\right)\left(1-\mathcal{D} / x_{1}\right)\left(1-\mathcal{D} x_{2}\right)\left(1-\mathcal{D} / x_{2}\right) \times \\
& \times \operatorname{PE}\left[\frac{\phi\left(1-\mathcal{D}^{2}\right)}{\left(1-\mathcal{D} x_{1}\right)\left(1-\mathcal{D} / x_{1}\right)\left(1-\mathcal{D} x_{2}\right)\left(1-\mathcal{D} / x_{2}\right)}\right] \times \\
& \quad \times\left(1-x_{1} x_{2}\right)\left(1-x_{1} / x_{2}\right) \frac{d x_{1}}{2 \pi i x_{1}} \frac{d x_{2}}{2 \pi i x_{2}},
\end{aligned}
$$

where $\boldsymbol{x}=\left(x_{1}, x_{2}\right)$ parametrizes the torus $T$ of $\mathrm{SO}(4)$,

## Applications - Single Scalar Field

Bringing everything together, for a single scalar field we obtain

$$
\begin{aligned}
& H_{0}(\phi, \mathcal{D})=\int_{\mathrm{SO}(4)} \frac{1}{P(\mathcal{D} ; g)} \overbrace{\operatorname{PE}\left[\phi\left(1-\mathcal{D}^{2}\right) P(\mathcal{D} ; g)\right]}^{\chi_{\mathcal{J}_{\Phi}}(\phi, \mathcal{D} ; g)} d g \\
& =\oiint_{\substack{\left|x_{1}\right|=1 \\
\left|x_{2}\right|=1}}\left(1-\mathcal{D} x_{1}\right)\left(1-\mathcal{D} / x_{1}\right)\left(1-\mathcal{D} x_{2}\right)\left(1-\mathcal{D} / x_{2}\right) \times \\
& \times \operatorname{PE}\left[\frac{\phi\left(1-\mathcal{D}^{2}\right)}{\left(1-\mathcal{D} x_{1}\right)\left(1-\mathcal{D} / x_{1}\right)\left(1-\mathcal{D} x_{2}\right)\left(1-\mathcal{D} / x_{2}\right)}\right] \times \\
& \quad \times\left(1-x_{1} x_{2}\right)\left(1-x_{1} / x_{2}\right) \frac{d x_{1}}{2 \pi i x_{1}} \frac{d x_{2}}{2 \pi i x_{2}},
\end{aligned}
$$

where $\boldsymbol{x}=\left(x_{1}, x_{2}\right)$ parametrizes the torus $T$ of $\mathrm{SO}(4)$, and

$$
P(\mathcal{D} ; \boldsymbol{x}) \equiv \chi_{S(\square)}(\mathcal{D} ; \boldsymbol{x})=\frac{1}{\left(1-\mathcal{D} x_{1}\right)\left(1-\mathcal{D} / x_{1}\right)\left(1-\mathcal{D} x_{2}\right)\left(1-\mathcal{D} / x_{2}\right)}
$$

## Applications - Single Scalar Field

With the help of Mathematica we obtain for $\mathrm{d}=4$ and $\boldsymbol{r}=\mathbf{4}$ :

```
h(z2)= ComputeHilbertScalar[d_, k_]:= IntegrateWhole[IntegrandsScalar[d, k]] // AbsoluteTiming
h(32)- [time, resultScalar)= ComputeHilbertScalar [4, 4]
    w integranda: {-\frac{(1-q\mp@subsup{q}{}{2}\mp@subsup{)}{}{4}x(1\mp@subsup{)}{}{2}(x(1)-x(2) x(2)(x(1)x(2)-1)}{96\mp@subsup{\pi}{}{2}(q-x(1)\mp@subsup{)}{}{(}(qx(1)-1\mp@subsup{)}{}{3}(q-x(2)\mp@subsup{)}{}{(}(qx(2)-1)\mp@subsup{)}{}{3}},-\frac{(1-q\mp@subsup{q}{}{4}\mp@subsup{)}{}{2}x(1\mp@subsup{)}{}{2}(x(1)-x(2))x(2)(x(1)x(2)-1)(q-x(1))(qx(1)-1)(q-x(2))(q|(2)-1)}{32)}
    -\frac{(1-q}{2}\mp@subsup{)}{}{2}(1-\mp@subsup{q}{}{4})x(1\mp@subsup{)}{}{2}(x(1)-x(2))x(2)(x(1)x(2)-1)
```




```
    * Poles {(x(2)
    w intermediate result: {\frac{1}{24(\mp@subsup{q}{}{2}-1\mp@subsup{)}{}{2}},\frac{1}{8(\mp@subsup{q}{}{2}-1\mp@subsup{)}{}{2}},\frac{1}{4-4\mp@subsup{q}{}{4}}\cdot\frac{1}{3(\mp@subsup{q}{}{4}+\mp@subsup{q}{}{2}+1)}},\frac{1}{4-4\mp@subsup{q}{}{4}}
Out[32)={0.443233,}\frac{1}{\mp@subsup{q}{}{10}-\mp@subsup{q}{}{5}-\mp@subsup{q}{}{4}+1}
```

Figure: Calculation of $H_{4}(\mathcal{D} \leftrightarrow q)$ in the accompanying Mathematica notebook.
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$$
\left.H_{4}(\mathcal{D}) \equiv H(\phi, \mathcal{D})\right|_{\phi^{4}}=\frac{1}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)}
$$

## Applications - Single Scalar Field

With the help of Mathematica we obtain for $\mathrm{d}=4$ and $\boldsymbol{r}=\mathbf{4}$ :
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h(32)- (time, resultScalar) = ComputeHilbertScalar [4, 4]
```



```
    -\frac{(1-q\mp@subsup{q}{}{2}\mp@subsup{)}{}{(1-q}|}{(1)x(1\mp@subsup{)}{}{2}(x(1)-x(2))x(2)(x(1)x(2)-1)}
    16\mp@subsup{\pi}{}{2}(q-x(1))(qx(1)-1)(q\mp@subsup{q}{}{2}-x(1)
```



```
    w intermedate result:{\frac{ix(2)(q+4x(2)-3q({}{{}(x(2\mp@subsup{)}{}{2}+1)+10\mp@subsup{q}{}{2}x(2)-3q(x(2\mp@subsup{)}{}{2}+1)+x(2))
    * Poles:{(x(2)
    w intermediate result: {\frac{1}{24(\mp@subsup{q}{}{2}-1\mp@subsup{)}{}{2}},\frac{1}{8(\mp@subsup{q}{}{2}-1\mp@subsup{)}{}{2}},\frac{1}{4-4\mp@subsup{q}{}{4}}\cdot\frac{1}{3(\mp@subsup{q}{}{4}+\mp@subsup{q}{}{2}+1)}},\frac{1}{4-4\mp@subsup{q}{}{4}}
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Figure: Calculation of $H_{4}(\mathcal{D} \leftrightarrow q)$ in the accompanying Mathematica notebook.

$$
\begin{aligned}
\left.H_{4}(\mathcal{D}) \equiv H(\phi, \mathcal{D})\right|_{\phi^{4}} & =\frac{1}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)} \\
& =1+\mathcal{D}^{4}+\mathcal{D}^{6}+\mathcal{D}^{8}+\mathcal{D}^{10}+2 \mathcal{D}^{12}+\cdots
\end{aligned}
$$

## Applications - Single Scalar Field

With the help of Mathematica we obtain for $\mathrm{d}=4$ and $\boldsymbol{r}=\mathbf{4}$ :
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h(32) - (time, resultScalar)= ComputeHilbertScalar [4, 4]
```
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Figure: Calculation of $H_{4}(\mathcal{D} \leftrightarrow q)$ in the accompanying Mathematica notebook.

$$
\begin{aligned}
&\left.H_{4}(\mathcal{D}) \equiv H(\phi, \mathcal{D})\right|_{\phi^{4}}=\frac{1}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)} \\
&=1+\mathcal{D}^{4}+\mathcal{D}^{6}+\mathcal{D}^{8}+\mathcal{D}^{10}+2 \mathcal{D}^{12}+\cdots \\
& \Phi^{4}
\end{aligned}
$$

## Applications - Single Scalar Field

With the help of Mathematica we obtain for $\mathrm{d}=4$ and $\boldsymbol{r}=\mathbf{4}$ :

```
h(zz)= ComputeHilbertScalar[d_, k_]:= IntegrateWhole[IntegrandsScalar[d, k]] // AbsoluteTiming
h(32)- (time, resultScalar) = ComputeHilbertScalar [4, 4]
```
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Figure: Calculation of $H_{4}(\mathcal{D} \leftrightarrow q)$ in the accompanying Mathematica notebook.

$$
\begin{aligned}
& \left.H_{4}(\mathcal{D}) \equiv H(\phi, \mathcal{D})\right|_{\phi^{4}}=\frac{1}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)} \\
& =1+\mathcal{D}^{4}+\mathcal{D}^{6}+\mathcal{D}^{8}+\mathcal{D}^{10}+2 \mathcal{D}^{12}+\cdots \\
& \Phi^{4} \\
& \text { ว } \overrightarrow{\partial \Phi \partial} \Phi \partial \Phi \Phi
\end{aligned}
$$

## Applications - Single Scalar Field

With the help of Mathematica we obtain for $\mathrm{d}=4$ and $\boldsymbol{r}=\mathbf{4}$ :

```
h(zz)= ComputeHilbertScalar[d_, k_]:= IntegrateWhole[IntegrandsScalar[d, k]] // AbsoluteTiming
h(32)- (time, resultscalar)= ComputeHilbertScalar [4, 4]
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Figure: Calculation of $H_{4}(\mathcal{D} \leftrightarrow q)$ in the accompanying Mathematica notebook.

$$
\begin{aligned}
&\left.H_{4}(\mathcal{D}) \equiv H(\phi, \mathcal{D})\right|_{\phi^{4}}=\frac{1}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)} \\
&=1+\mathcal{D}^{4}+\mathcal{D}^{6}+\mathcal{D}^{8}+\mathcal{D}^{10}+2 \mathcal{D}^{12}+\cdots \\
& \Phi^{4} \quad \stackrel{\rightharpoonup}{\partial} \Phi \partial \Phi \partial \Phi \Phi \quad \stackrel{\rightharpoonup}{\partial} \Phi \partial \overparen{\partial} \partial \partial \Phi \Phi
\end{aligned}
$$

## Applications - Single Scalar Field

With the help of Mathematica we obtain for $\mathrm{d}=4$ and $\boldsymbol{r}=\mathbf{4}$ :

```
h(zz)= ComputeHilbertScalar[d_, k_]:= IntegrateWhole[IntegrandsScalar[d, k]] // AbsoluteTiming
h(32)- (time, resultScalar)= ComputeHilbertScalar [4, 4]
```
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    * Poles:{(x(2)
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Figure: Calculation of $H_{4}(\mathcal{D} \leftrightarrow q)$ in the accompanying Mathematica notebook.

$$
\begin{aligned}
&\left.H_{4}(\mathcal{D}) \equiv H(\phi, \mathcal{D})\right|_{\phi^{4}}=\frac{1}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)} \\
&=1+\mathcal{D}^{4}+\mathcal{D}^{6}+\mathcal{D}^{8}+\mathcal{D}^{10}+2 \mathcal{D}^{12}+\cdots \\
& \Phi^{4} \quad \stackrel{\rightharpoonup}{\partial} \Phi \partial \Phi \partial \Phi \Phi \quad \stackrel{\rightharpoonup}{\partial} \Phi \partial \vec{\partial} \Phi \partial \\
& \partial
\end{aligned} \quad \ldots .
$$

## Applications - Single Scalar Field

| d | $H_{4}(\mathcal{D})$ | $H_{5}(\mathcal{D})$ |
| :---: | :---: | :---: |
| $\geq 5$ |  | $\frac{1+\mathcal{D}^{12}+\mathcal{D}^{14}+\mathcal{D}^{16}+\mathcal{D}^{18}+\mathcal{D}^{30}}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)\left(1-\mathcal{D}^{8}\right)\left(1-\mathcal{D}^{10}\right)\left(1-\mathcal{D}^{12}\right)}$ |
| 4 | $\frac{1}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)}$ | $\frac{1+\mathcal{D}^{10}+\mathcal{D}^{12}+2 \mathcal{D}^{14}+2 \mathcal{D}^{16}+\mathcal{D}^{18}+\mathcal{D}^{22}+\mathcal{D}^{24}+\mathcal{D}^{28}+\mathcal{D}^{30}}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)\left(1-\mathcal{D}^{8}\right)\left(1-\mathcal{D}^{10}\right)\left(1-\mathcal{D}^{12}\right)}$ |
| 3 | $\frac{1+\mathcal{D}^{9}}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)}$ | $\frac{1+\mathcal{D}^{9}+\mathcal{D}^{12}+\mathcal{D}^{13}+\mathcal{D}^{14}+2 \mathcal{D}^{15}+\mathcal{D}^{16}+\mathcal{D}^{17}+\mathcal{D}^{18}+\mathcal{D}^{21}+\mathcal{D}^{30}}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)\left(1-\mathcal{D}^{10}\right)\left(1-\mathcal{D}^{12}\right)}$ |
| 2 | $\frac{1}{1-\mathcal{D}^{4}}$ | $\frac{1+\mathcal{D}^{12}}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{12}\right)}$ |

Table: The Hilbert series for a single scalar field (fixed field content $\Phi^{\mathbf{4}}$ and $\Phi^{\mathbf{5}}$ ).

## Applications - Single Scalar Field

| d | $H_{4}(\mathcal{D})$ |
| :---: | :---: |
| $\geq 5$ |  |
| 4 | $\frac{1}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)}$ |
| 3 | $\frac{1+\mathcal{D}^{10}+\mathcal{D}^{12}+2 \mathcal{D}^{14}+2 \mathcal{D}^{16}+\mathcal{D}^{18}+\mathcal{D}^{22}+\mathcal{D}^{24}+\mathcal{D}^{28}+\mathcal{D}^{30}}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)\left(1-\mathcal{D}^{8}\right)\left(1-\mathcal{D}^{10}\right)\left(1-\mathcal{D}^{12}\right)}$ |
|  | $\frac{\left.1+\mathcal{D}^{9}\right)\left(1-\mathcal{D}^{8}\right)\left(1-\mathcal{D}^{10}\right)\left(1-\mathcal{D}^{12}\right)}{\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)}$ |
| 2 | $\frac{1}{1-\mathcal{D}^{4}}$ |

Table: The Hilbert series for a single scalar field (fixed field content $\Phi^{\mathbf{4}}$ and $\Phi^{\mathbf{5}}$ ).

For $\mathrm{d}=3$ we have one additional operator for every one in $\mathrm{d}=4$, but with 9 more derivatives. This corresponds to the operator

$$
\varepsilon^{a b c} \stackrel{\left.\upharpoonright \stackrel{\Gamma}{\left.\partial \partial \partial_{a} \Phi\right)(\partial \partial} \partial \partial_{b} \Phi\right)\left(\partial \partial_{c} \Phi\right)(\Phi) .}{ }
$$

## Applications - Single Scalar Field

| d | $H_{6}(\mathcal{D})$ |
| :---: | :---: |
| $\geq 6$ | $\begin{aligned} & 1+2 \mathcal{D}^{10}+5 \mathcal{D}^{12}+7 \mathcal{D}^{14}+9 \mathcal{D}^{16}+11 \mathcal{D}^{18}+13 \mathcal{D}^{20}+14 \mathcal{D}^{22}+21 \mathcal{D}^{24}+24 \mathcal{D}^{26} \\ & +28 \mathcal{D}^{28}+32 \mathcal{D}^{30}+26 \mathcal{D}^{32}+22 \mathcal{D}^{34}+13 \mathcal{D}^{36}+7 \mathcal{D}^{38}+3 \mathcal{D}^{40}+\mathcal{D}^{42}+\mathcal{D}^{44} \\ & \hline \end{aligned}$ |
|  | $\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)^{2}\left(1-\mathcal{D}^{8}\right)^{3}\left(1-\mathcal{D}^{10}\right)^{2}\left(1-\mathcal{D}^{12}\right)$ |
| 5 | $\begin{gathered} 1+2 \mathcal{D}^{10}+5 \mathcal{D}^{12}+7 \mathcal{D}^{14}+\mathcal{D}^{15}+9 \mathcal{D}^{16}+\mathcal{D}^{17}+11 \mathcal{D}^{18}+3 \mathcal{D}^{19}+13 \mathcal{D}^{20}+7 \mathcal{D}^{21}+14 \mathcal{D}^{22}+13 \mathcal{D}^{23}+21 \mathcal{D}^{24} \\ +222 \mathcal{D}^{25}+24 \mathcal{D}^{26}+26 \mathcal{D}^{27}+28 \mathcal{D}^{28}+32 \mathcal{D}^{29}+32 \mathcal{D}^{30}+28 \mathcal{D}^{31}+26 \mathcal{D}^{32}+24 \mathcal{D}^{33}+22 \mathcal{D}^{34}+21 \mathcal{D}^{35} \\ +13 \mathcal{D}^{36}+14 \mathcal{D}^{37}+7 \mathcal{D}^{38}+13 \mathcal{D}^{39}+3 \mathcal{D}^{40}+11 \mathcal{D}^{41}+\mathcal{D}^{42}+9 \mathcal{D}^{43}+\mathcal{D}^{44}+7 \mathcal{D}^{45}+5 \mathcal{D}^{47}+2 \mathcal{D}^{49}+\mathcal{D}^{59} \\ \hline \end{gathered}$ |
|  | $\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)^{2}\left(1-\mathcal{D}^{8}\right)^{3}\left(1-\mathcal{D}^{10}\right)^{2}\left(1-\mathcal{D}^{12}\right)$ |
| 4 | $\begin{gathered} 1+3 \mathcal{D}^{10}+6 \mathcal{D}^{12}+11 \mathcal{D}^{14}+17 \mathcal{D}^{16}+22 \mathcal{D}^{18}+31 \mathcal{D}^{20}+36 \mathcal{D}^{22}+48 \mathcal{D}^{24}+53 \mathcal{D}^{26}+58 \mathcal{D}^{28} \\ +58 \mathcal{D}^{30}+48 \mathcal{D}^{32}+38 \mathcal{D}^{34}+23 \mathcal{D}^{36}+14 \mathcal{D}^{38}+6 \mathcal{D}^{40}+4 \mathcal{D}^{42}+2 \mathcal{D}^{44}+\mathcal{D}^{46} \\ \hline \end{gathered}$ |
|  | $\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)^{2}\left(1-\mathcal{D}^{8}\right)^{3}\left(1-\mathcal{D}^{10}\right)\left(1-\mathcal{D}^{12}\right)$ |
| 3 | $\begin{gathered} 1+\mathcal{D}^{8}+2 \mathcal{D}^{9}+2 \mathcal{D}^{10}+2 \mathcal{D}^{11}+3 \mathcal{D}^{12}+5 \mathcal{D}^{13}+4 \mathcal{D}^{14}+6 \mathcal{D}^{15}+5 \mathcal{D}^{16}+6 \mathcal{D}^{17}+6 \mathcal{D}^{18}+6 \mathcal{D}^{19}+5 \mathcal{D}^{20}+6 \mathcal{D}^{21}+6 \mathcal{D}^{22} \\ \quad+5 \mathcal{D}^{23}+6 \mathcal{D}^{24}+6 \mathcal{D}^{25}+6 \mathcal{D}^{26}+5 \mathcal{D}^{27}+6 \mathcal{D}^{28}+4 \mathcal{D}^{29}+5 \mathcal{D}^{30}+3 \mathcal{D}^{31}+2 \mathcal{D}^{32}+2 \mathcal{D}^{33}+2 \mathcal{D}^{34}+\mathcal{D}^{35}+\mathcal{D}^{43} \end{gathered}$ |
|  | $\left(1-\mathcal{D}^{4}\right)\left(1-\mathcal{D}^{6}\right)^{2}\left(1-\mathcal{D}^{8}\right)\left(1-\mathcal{D}^{10}\right)\left(1-\mathcal{D}^{12}\right)$ |
| 2 | $1+\mathcal{D}^{4}+\mathcal{D}^{6}+2 \mathcal{D}^{8}+\mathcal{D}^{10}+3 \mathcal{D}^{12}+3 \mathcal{D}^{16}+\mathcal{D}^{18}+\mathcal{D}^{22}$ |
|  | $\left(1-\mathcal{D}^{8}\right)\left(1-\mathcal{D}^{12}\right)^{2}$ |

Table: The Hilbert series for a single scalar field, with a fixed field content $\Phi^{\mathbf{6}}$.
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Figure: Log-log plot of the coefficients of $H_{6}(\mathcal{D})$ in $d=2, \ldots, 6$.
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The Hilbert series is then calculated as:
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& \text { the Projection Formula }+ \text { Weyl integration formula } \\
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| d | $\frac{1}{\mathcal{D}^{4}} H_{F^{4}}(\mathcal{D})$ | miscount |
| :---: | :---: | :---: |

Table: The Hilbert series for the electromagnetic field (with $F^{\mathbf{4}}$ and $F^{\mathbf{5}}$ ).
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The Hilbert series is then calculated as:

$$
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& \text { the Projection Formula }+ \text { Weyl integration formula } \\
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## Graded representations
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Definition (Graded representation). Representation
called a graded representation if it has the form of

Example (Tensor, symmetric, and exterior graded representations).
Let $V$ be a representation of $G$. We define the tensor, symmetric, and


## Graded representations

It is hopeless to work with one operator at a time, not only efficiency-wise, but also due to IBP relations between them.

Definition (Graded representation). Representation $V$ of $G$ is called a graded representation if it has the form of

$$
V \equiv \bigoplus_{n=0}^{\infty} t^{n} V_{n}
$$

where $V_{n}$ is a finite-dimensional representation $\forall n \in \mathbb{N}_{0}$.


## Graded representations

It is hopeless to work with one operator at a time, not only efficiency-wise, but also due to IBP relations between them.

Definition (Graded representation). Representation $V$ of $G$ is called a graded representation if it has the form of

$$
V \equiv \bigoplus_{n=0}^{\infty} t^{n} V_{n}
$$

where $V_{n}$ is a finite-dimensional representation $\forall n \in \mathbb{N}_{0}$.
Example (Tensor, symmetric, and exterior graded representations). Let $V$ be a representation of $G$. We define the tensor, symmetric, and exterior graded representations of $V$, respectively, as

$$
T(V) \equiv \bigoplus_{n=0}^{\infty} t^{n} V^{\otimes n}, \quad S(V) \equiv \bigoplus_{n=0}^{\infty} t^{n} S^{n}(V), \quad \bigwedge(V) \equiv \bigoplus_{n=0}^{\operatorname{dim} V} t^{n} \bigwedge^{n}(V)
$$
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## Graded dimensions

Definition (Graded dimension). The graded dimension $\operatorname{dim}_{t} V$ is a formal series in a complex parameter $t$ defined by

$$
\operatorname{dim}_{t} V \equiv \sum_{n=0}^{\infty} t^{n} \operatorname{dim} V_{n}
$$

Remark $(H(\phi, \mathcal{D})$ as a graded dimension of $\mathcal{K}=\operatorname{Span} \mathcal{B})$. The space $\operatorname{Span} \mathcal{B}$ can be understood as a graded representation of the Lorentz (and possibly gauge) group. Every graded piece is composed of trivial representations, since all operators in $\mathcal{B}$ must be invariant. If we choose appropriate grading, we recognize that

$$
\operatorname{dim}_{(\phi, \mathcal{D})} \mathcal{K}=H(\phi, \mathcal{D})
$$

The coefficients of $H(\boldsymbol{\phi}, \mathcal{D})$ are thus denoted as $d_{r n}$, because they are the dimensions of the corresponding graded pieces.

## Graded characters

Proposition (Selected graded characters). The following graded characters of are given by:

$$
\chi_{T(V)}(t ; g)=\sum_{n=0}^{\infty} t^{n} \chi_{V^{\otimes n}}(g)=\frac{1}{1-t \operatorname{Tr}\left(\left.g\right|_{V}\right)} \equiv \frac{1}{1-t \chi_{V}(g)}
$$

## Graded characters

Proposition (Selected graded characters). The following graded characters of are given by:

$$
\begin{aligned}
& \chi_{T(V)}(t ; g)=\sum_{n=0}^{\infty} t^{n} \chi_{V^{\otimes n}}(g)=\frac{1}{1-t \operatorname{Tr}\left(\left.g\right|_{V}\right)} \equiv \frac{1}{1-t \chi_{V}(g)} \\
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Proposition (Selected graded characters). The following graded characters of are given by:

$$
\begin{aligned}
& \chi_{T(V)}(t ; g)=\sum_{n=0}^{\infty} t^{n} \chi_{V^{\otimes n}}(g)=\frac{1}{1-t \operatorname{Tr}\left(\left.g\right|_{V}\right)} \equiv \frac{1}{1-t \chi_{V}(g)} \\
& \chi_{S(V)}(t ; g)=\sum_{n=0}^{\infty} t^{n} \chi_{S^{n}(V)}(g)=\frac{1}{\operatorname{det}\left(\mathbf{1}-\left.t g\right|_{V}\right)} \equiv \operatorname{PE}\left[t \chi_{V}(q ; g)\right] \\
& \chi_{\bigwedge(V)}(t ; g)=\sum_{n=0}^{\infty} t^{n} \chi_{\bigwedge^{n}(V)}(g)=\operatorname{det}\left(\mathbf{1}+\left.t g\right|_{V}\right) \equiv \operatorname{PE}_{f}\left[t \chi_{V}(q ; g)\right]
\end{aligned}
$$

## Graded characters

Proposition (Selected graded characters). The following graded characters of are given by:

$$
\begin{aligned}
& \chi_{T(V)}(t ; g)=\sum_{n=0}^{\infty} t^{n} \chi_{V^{\otimes n}}(g)=\frac{1}{1-t \operatorname{Tr}\left(\left.g\right|_{V}\right)} \equiv \frac{1}{1-t \chi_{V}(g)} \\
& \chi_{S(V)}(t ; g)=\sum_{n=0}^{\infty} t^{n} \chi_{S^{n}(V)}(g)=\frac{1}{\operatorname{det}\left(\mathbf{1}-\left.t g\right|_{V}\right)} \equiv \operatorname{PE}\left[t \chi_{V}(q ; g)\right] \\
& \chi_{\bigwedge(V)}(t ; g)=\sum_{n=0}^{\infty} t^{n} \chi_{\Lambda^{n}(V)}(g)=\operatorname{det}\left(\mathbf{1}+\left.t g\right|_{V}\right) \equiv \operatorname{PE}_{f}\left[t \chi_{V}(q ; g)\right]
\end{aligned}
$$

Remark. Graded characters are reminiscent of partition functions found in statistical mechanics (the grand-canonical partition functions for Bose-Einstein/Fermi-Dirac ideal quantum gases)

$$
\mathcal{Z}_{g}=\prod_{n}\left[1 \mp e^{-\beta\left(E_{n}-\mu\right)}\right]^{\mp} \equiv \prod_{n}\left[1 \mp z e^{-\beta E_{n}}\right]^{\mp}
$$
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$$
\mathrm{PE}_{f}\left[\alpha\left(t_{1}, \ldots, t_{k}\right)\right] \equiv \exp \left(\sum_{r=1}^{\infty}(-1)^{r+1} \frac{1}{r} \alpha\left(t_{1}^{r}, \ldots, t_{k}^{r}\right)\right)
$$

## Plethystic exponential

Remark (Plethystic Exponential). For a function $\alpha\left(t_{1}, \ldots, t_{k}\right)$ with $\alpha(0, \ldots, 0)=0$ we have the (fermionic) Plethystic Exponential

$$
\mathrm{PE}_{f}\left[\alpha\left(t_{1}, \ldots, t_{k}\right)\right] \equiv \exp \left(\sum_{r=1}^{\infty}(-1)^{r+1} \frac{1}{r} \alpha\left(t_{1}^{r}, \ldots, t_{k}^{r}\right)\right)
$$

For two functions $\alpha, \beta$ (either one can be bosonic or fermionic) the Plethystic Exponential satisfies the sum-to-product property

$$
\mathrm{PE}_{f}[\alpha+\beta]=\mathrm{PE}_{f}[\alpha] \mathrm{PE}_{f}[\beta] .
$$

## Plethystic exponential

Remark (Plethystic Exponential). For a function $\alpha\left(t_{1}, \ldots, t_{k}\right)$ with $\alpha(0, \ldots, 0)=0$ we have the (fermionic) Plethystic Exponential

$$
\mathrm{PE}_{f}\left[\alpha\left(t_{1}, \ldots, t_{k}\right)\right] \equiv \exp \left(\sum_{r=1}^{\infty}(-1)^{r+1} \frac{1}{r} \alpha\left(t_{1}^{r}, \ldots, t_{k}^{r}\right)\right)
$$

For two functions $\alpha, \beta$ (either one can be bosonic or fermionic) the Plethystic Exponential satisfies the sum-to-product property

$$
\mathrm{PE}_{f}[\alpha+\beta]=\mathrm{PE}_{f}[\alpha] \mathrm{PE}_{f}[\beta] .
$$

One simple example is $\alpha(t, q) \equiv t$ and $\beta(t, q) \equiv q$, for which it generates all antisymmetric combinations of the variables, that is

## Plethystic exponential

Remark (Plethystic Exponential). For a function $\alpha\left(t_{1}, \ldots, t_{k}\right)$ with $\alpha(0, \ldots, 0)=0$ we have the (fermionic) Plethystic Exponential

$$
\mathrm{PE}_{f}\left[\alpha\left(t_{1}, \ldots, t_{k}\right)\right] \equiv \exp \left(\sum_{r=1}^{\infty}(-1)^{r+1} \frac{1}{r} \alpha\left(t_{1}^{r}, \ldots, t_{k}^{r}\right)\right)
$$

For two functions $\alpha, \beta$ (either one can be bosonic or fermionic) the Plethystic Exponential satisfies the sum-to-product property

$$
\mathrm{PE}_{f}[\alpha+\beta]=\mathrm{PE}_{f}[\alpha] \mathrm{PE}_{f}[\beta] .
$$

One simple example is $\alpha(t, q) \equiv t$ and $\beta(t, q) \equiv q$, for which it generates all antisymmetric combinations of the variables, that is

$$
\mathrm{PE}_{f}[t+q]
$$

## Plethystic exponential
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\mathrm{PE}_{f}\left[\alpha\left(t_{1}, \ldots, t_{k}\right)\right] \equiv \exp \left(\sum_{r=1}^{\infty}(-1)^{r+1} \frac{1}{r} \alpha\left(t_{1}^{r}, \ldots, t_{k}^{r}\right)\right)
$$

For two functions $\alpha, \beta$ (either one can be bosonic or fermionic) the Plethystic Exponential satisfies the sum-to-product property

$$
\mathrm{PE}_{f}[\alpha+\beta]=\mathrm{PE}_{f}[\alpha] \mathrm{PE}_{f}[\beta] .
$$

One simple example is $\alpha(t, q) \equiv t$ and $\beta(t, q) \equiv q$, for which it generates all antisymmetric combinations of the variables, that is

$$
\mathrm{PE}_{f}[t+q]=\left\{\begin{array}{l}
\frac{1}{(1-t)(1-q)}
\end{array}\right.
$$

## Plethystic exponential

Remark (Plethystic Exponential). For a function $\alpha\left(t_{1}, \ldots, t_{k}\right)$ with $\alpha(0, \ldots, 0)=0$ we have the (fermionic) Plethystic Exponential
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\mathrm{PE}_{f}\left[\alpha\left(t_{1}, \ldots, t_{k}\right)\right] \equiv \exp \left(\sum_{r=1}^{\infty}(-1)^{r+1} \frac{1}{r} \alpha\left(t_{1}^{r}, \ldots, t_{k}^{r}\right)\right)
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\mathrm{PE}_{f}[\alpha+\beta]=\mathrm{PE}_{f}[\alpha] \mathrm{PE}_{f}[\beta] .
$$

One simple example is $\alpha(t, q) \equiv t$ and $\beta(t, q) \equiv q$, for which it generates all antisymmetric combinations of the variables, that is

$$
\mathrm{PE}_{f}[t+q]=\left\{\begin{array}{l}
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## Plethystic exponential

Remark (Plethystic Exponential). For a function $\alpha\left(t_{1}, \ldots, t_{k}\right)$ with $\alpha(0, \ldots, 0)=0$ we have the (fermionic) Plethystic Exponential

$$
\mathrm{PE}_{f}\left[\alpha\left(t_{1}, \ldots, t_{k}\right)\right] \equiv \exp \left(\sum_{r=1}^{\infty}(-1)^{r+1} \frac{1}{r} \alpha\left(t_{1}^{r}, \ldots, t_{k}^{r}\right)\right)
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For two functions $\alpha, \beta$ (either one can be bosonic or fermionic) the Plethystic Exponential satisfies the sum-to-product property
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\mathrm{PE}_{f}[\alpha+\beta]=\mathrm{PE}_{f}[\alpha] \mathrm{PE}_{f}[\beta] .
$$

One simple example is $\alpha(t, q) \equiv t$ and $\beta(t, q) \equiv q$, for which it generates all antisymmetric combinations of the variables, that is

$$
\mathrm{PE}_{f}[t+q]=\left\{\begin{array}{l}
\frac{1}{(1-t)(1-q)}=1+t+q+t^{2}+t q+q^{2}+\cdots \\
(1+t)(1+q)
\end{array}\right.
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## Plethystic exponential

Remark (Plethystic Exponential). For a function $\alpha\left(t_{1}, \ldots, t_{k}\right)$ with $\alpha(0, \ldots, 0)=0$ we have the (fermionic) Plethystic Exponential

$$
\mathrm{PE}_{f}\left[\alpha\left(t_{1}, \ldots, t_{k}\right)\right] \equiv \exp \left(\sum_{r=1}^{\infty}(-1)^{r+1} \frac{1}{r} \alpha\left(t_{1}^{r}, \ldots, t_{k}^{r}\right)\right)
$$

For two functions $\alpha, \beta$ (either one can be bosonic or fermionic) the Plethystic Exponential satisfies the sum-to-product property

$$
\mathrm{PE}_{f}[\alpha+\beta]=\mathrm{PE}_{f}[\alpha] \mathrm{PE}_{f}[\beta] .
$$

One simple example is $\alpha(t, q) \equiv t$ and $\beta(t, q) \equiv q$, for which it generates all antisymmetric combinations of the variables, that is

$$
\mathrm{PE}_{f}[t+q]=\left\{\begin{array}{l}
\frac{1}{(1-t)(1-q)}=1+t+q+t^{2}+t q+q^{2}+\cdots \\
(1+t)(1+q)=1+t+q+t q
\end{array}\right.
$$

## Weyl integration formula

Theorem (Weyl integration formula). Let $f$ be a class function on a connected compact Lie group $G$ of rank $r$ with a maximal torus $T$ parametrized by $\boldsymbol{x} \equiv\left(x_{1}, \ldots, x_{\mathrm{r}}\right)$. Then we have

$$
\int_{G} f(g) d g=\oiint_{\left|x_{i}\right|=1} f(\boldsymbol{x}) \underbrace{\left[\prod_{\boldsymbol{\alpha} \in \mathrm{R}_{+}(G)}\left(1-\boldsymbol{x}^{\boldsymbol{\alpha}}\right)\right]}_{\mathfrak{D}_{G}^{+}(\boldsymbol{x})}\left[\prod_{i} \frac{d x_{i}}{2 \pi i x_{i}}\right]
$$

where $\mathrm{R}_{+}(G)$ is the set of so-called positive roots.
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$$
\int_{G} f(g) d g=\oiint_{\left|x_{i}\right|=1} f(\boldsymbol{x}) \underbrace{\left[\prod_{\boldsymbol{\alpha} \in \mathrm{R}_{+}(G)}\left(1-\boldsymbol{x}^{\boldsymbol{\alpha}}\right)\right]}_{\mathfrak{D}_{G}^{+}(\boldsymbol{x})}\left[\prod_{i} \frac{d x_{i}}{2 \pi i x_{i}}\right],
$$

where $\mathrm{R}_{+}(G)$ is the set of so-called positive roots.
Specifically, for $G=\mathrm{SO}(\mathrm{d})$ we have explicit forms

$$
\mathfrak{D}_{\text {SO(d) }}^{+}(\boldsymbol{x})= \begin{cases}\prod_{1 \leq i<j \leq \mathrm{r}}\left(1-x_{i} x_{j}\right)\left(1-x_{i} / x_{j}\right) & \text { for } \mathrm{d}=2 \mathrm{r}, \\ \prod_{i=1}^{r}\left(1-x_{i}\right) \prod_{1 \leq i<j \leq r}\left(1-x_{i} x_{j}\right)\left(1-x_{i} / x_{j}\right) & \text { for } \mathrm{d}=2 \mathrm{r}+1 .\end{cases}
$$
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The maximal torus of $\mathrm{SO}(2 \boldsymbol{r}+1)$ is
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T_{\mathrm{SO}(\mathrm{~d})}=\underbrace{\mathrm{SO}(2) \times \cdots \times \mathrm{SO}(2)}_{\mathrm{r}} \cong\left(S^{1}\right)^{r} .
$$

Alternatively, we can parametrize by $r$ complex variables on the unit circle namely hy $\boldsymbol{r}=\left(r_{1}\right.$
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Since characters are class functions, and every element can be conjugated to the maximal torus, to evaluate $\chi(g)$ it is enough to specify it for any corresponding torus element $\boldsymbol{x} \leftrightarrow g$.
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Eigenvalues of the torus element $\boldsymbol{x} \leftrightarrow g$ are $\left\{x_{i}, 1 / x_{i}, 1\right\}_{i=1}^{r}$, so
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## Projection factor
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\begin{aligned}
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where $\bigwedge^{-}(\square)$ is the exterior graded representation of $\square$, but with alternating signs in the grading. Its graded character is

$$
\chi_{\bigwedge^{-}(\square)}(\mathcal{D} ; g)
$$

## Projection factor

Derivation (Projection factor $1 / P(\mathcal{D} ; g)$ addressing IBP relations). We can obtain a nice alternative expression as
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& \equiv \sum_{k=0}^{\mathrm{d}}(-\mathcal{D})^{k} \operatorname{dim}_{(\phi, \mathcal{D})} \operatorname{Hom}_{\mathrm{SO}(\mathrm{~d})}\left(\bigwedge^{k}(\square), \mathcal{J}\right) \\
& =\operatorname{dim}_{(\phi, \mathcal{D})} \operatorname{Hom}_{\mathrm{SO}(\mathrm{~d})}\left(\bigoplus_{k=0}^{\mathrm{d}}(-\mathcal{D})^{k} \bigwedge^{k}(\square), \mathcal{J}\right) \\
& \equiv \operatorname{dim}_{(\phi, \mathcal{D})} \operatorname{Hom}_{\mathrm{SO}(\mathrm{~d})}\left(\bigwedge^{-}(\square), \mathcal{J}\right),
\end{aligned}
$$

where $\bigwedge^{-}(\square)$ is the exterior graded representation of $\square$, but with alternating signs in the grading. Its graded character is

$$
\chi_{\bigwedge^{( }(\square)}(\mathcal{D} ; g) \equiv \operatorname{det}_{\square}(1-\mathcal{D} g)
$$

## Projection factor

Derivation (Projection factor $1 / P(\mathcal{D} ; g)$ addressing IBP relations). We can obtain a nice alternative expression as

$$
\begin{aligned}
H_{0}(\phi, \mathcal{D}) & \equiv \sum_{k=0}^{\mathrm{d}}(-\mathcal{D})^{k} \operatorname{dim}_{(\phi, \mathcal{D})} \mathcal{J}_{[k]} \\
& \equiv \sum_{k=0}^{\mathrm{d}}(-\mathcal{D})^{k} \operatorname{dim}_{(\phi, \mathcal{D})} \operatorname{Hom}_{\mathrm{SO}(\mathrm{~d})}\left(\bigwedge^{k}(\square), \mathcal{J}\right) \\
& =\operatorname{dim}_{(\phi, \mathcal{D})} \operatorname{Hom}_{\mathrm{SO}(\mathrm{~d})}\left(\bigoplus_{k=0}^{\mathrm{d}}(-\mathcal{D})^{k} \bigwedge^{k}(\square), \mathcal{J}\right) \\
& \equiv \operatorname{dim}_{(\phi, \mathcal{D})} \operatorname{Hom}_{\mathrm{SO}(\mathrm{~d})}\left(\bigwedge^{-}(\square), \mathcal{J}\right),
\end{aligned}
$$

where $\bigwedge^{-}(\square)$ is the exterior graded representation of $\square$, but with alternating signs in the grading. Its graded character is

$$
\chi_{\bigwedge^{-}(\square)}(\mathcal{D} ; g) \equiv \operatorname{det}_{\square}(1-\mathcal{D} g)=\frac{1}{\chi_{S(\square)}(\mathcal{D} ; g)}
$$

## Projection factor

Derivation (Projection factor $1 / P(\mathcal{D} ; g)$ addressing IBP relations). We can obtain a nice alternative expression as

$$
\begin{aligned}
H_{0}(\phi, \mathcal{D}) & \equiv \sum_{k=0}^{\mathrm{d}}(-\mathcal{D})^{k} \operatorname{dim}_{(\phi, \mathcal{D})} \mathcal{J}_{[k]} \\
& \equiv \sum_{k=0}^{\mathrm{d}}(-\mathcal{D})^{k} \operatorname{dim}_{(\phi, \mathcal{D})} \operatorname{Hom}_{\mathrm{SO}(\mathrm{~d})}\left(\bigwedge^{k}(\square), \mathcal{J}\right) \\
& =\operatorname{dim}_{(\phi, \mathcal{D})} \operatorname{Hom}_{\mathrm{SO}(\mathrm{~d})}\left(\bigoplus_{k=0}^{\mathrm{d}}(-\mathcal{D})^{k} \bigwedge^{k}(\square), \mathcal{J}\right) \\
& \equiv \operatorname{dim}_{(\phi, \mathcal{D})} \operatorname{Hom}_{\mathrm{SO}(\mathrm{~d})}\left(\bigwedge^{-}(\square), \mathcal{J}\right),
\end{aligned}
$$

where $\bigwedge^{-}(\square)$ is the exterior graded representation of $\square$, but with alternating signs in the grading. Its graded character is

$$
\chi_{\bigwedge^{-}(\square)}(\mathcal{D} ; g) \equiv \operatorname{det}_{\square}(1-\mathcal{D} g)=\frac{1}{\chi_{S(\square)}(\mathcal{D} ; g)} \equiv \frac{1}{P(\mathcal{D} ; g)}
$$

